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effectively integrate the domain knowledge

* Preserve the general knowledge Existing Post-training DGA to the general knowledge in the LM

* Integrate the adapted domain knowledge
and the preserved general knowledge
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because its change can cause the LM to change a great deal
« To compute the robustness, we input the domain data twice
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