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Continual Pre-training of Language Models

◼ Existing language models (LMs) once trained are fixed. 

◼ However, in the real world, data shifts constantly and new 

domains, events or topics keep emerging

◼ This requires LMs to be updated to serve the user better

◼ Our focus: 

❑ Continually learning/pre-training an LM using a sequence of domain 

corpora, which we call continual domain-adaptive pre-training

◼ Domain: an emerging or specialized event or topic
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Given a pre-trained LM, continually domain-

adaptive pre-train a sequence of domains
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ASC-Restaurant

ASC-Phone

ASC-Camera

End-tasks

ASC: Aspect Sentiment Classification

After continual pre-training, the domain-adaptive pre-

training performance is evaluated by end-tasks

Each end-task corresponding to one domain and 

has its own training and testing set. It is trained 

individually and will not affect the domain-adaptive 

pre-training



Continual Domain-adaptive Pre-training
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Continual Domain-adaptive Pre-training 

◼ Setting
❑ Continually learning or pre-training a language model (LM) using a 

sequence of domain corpora

❑ No access to the data or corpora used in the original pre-training or the 
previously learned domains

❑ End-task doesn’t know its domain belonging 

◼ Goals
❑ Catastrophic forgetting (CF) prevention

❑ Knowledge Transfer (KT), including backward and forward KT

◼ Approach
❑ DAS (continual Domain-Adaptive pre-training of LMs with Soft-masking)
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Continual Domain-adaptive Pre-training
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Soft-masking

Backward

Network 

Training

No 

training

Key ideas:

1) Detect importance of units for general 

and domain knowledge

2) Soft-mask the important units when 

training new tasks/domains

3) These can prevent forgetting and allow 

knowledge transfer

Key challenges:

1) How to detect importance for the two 

types of knowledge

2) How to soft-mask

𝑡 = 1

Pre-trained LM
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𝑡 = 1

Goal: Compute the importance of units 

for general (and domain) knowledge

Why? 

1) Not all units are important

2) Given the important units, we can 

protect them afterward

No training involved. We only need the

importance

Pre-trained LM
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Importance Computation via Virtual Parameters
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Use the absolute gradient to 

indicate importance[1]

For domain knowledge,

𝐿impt = 𝐿MLM
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𝒈𝑙 is the virtual parameters. Each 

virtual parameter 𝑔𝑙,𝑖 in 𝒈𝑙

corresponding to an attention head or 

neurons (units)

[1]: Michel et al. Are sixteen heads really better than one? NeurIPS, 2019.



Transformer 

Layer 𝑙

For general knowledge, we leverage the 

random dropout in standard Transformer

Random dropout introduces random 

noise. Given the same input, the 

difference between the representations 

with different random noise indicates the 

robustness.  

The units that are important to the 

robustness is likely to be important to the 

general/pre-trained knowledge because 

its change will cause the pre-trained LM 

change a great deal

× L

Importance Computation via Virtual Parameters
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KL: How different are the two representations?

𝒇𝑳𝑴
𝟏 / 𝒇𝑳𝑴

𝟐 : Transformer with different dropouts

𝒙𝑚
(1)

: We only use the first domain data because we want 

to keep the pre-trained general knowledge

With the new 𝐿impt, we can use the absolute gradient to 

indicate the importance (same as in domain knowledge) 
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Goal: Soft-mask the gradient

based on the importance

Why? 

1) We need to protect the 

important units when training 

new domain

2) We want to allow knowledge 

transfer 
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Backward

Soft-masking

First, we normalize the importance so 

that they are comparable

𝑰𝑙
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= Tanh(Norm(𝑰𝑙
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))

Second, we accumulate the importance 
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Third, we soft-mask the gradient (only in backward pass)
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No pre-training

Pre-traing

Overall end-task performance (final performance)

NCL pre-training

SoTA pre-training
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Results
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◼ w/o pre-training < pre-training < DAS

◼ +forgetting rate in NCL: it does suffer from forgetting

◼ Regularization-based methods (KD, EWC) and replay-based method (DER++) are all worse: focus on CF prevention is not enough

◼ Parameter-isolation method (HAT) preforms much worse: the full LM is needed for domain-adaptive pre-training

◼ Methods that tries to perform both KT and CF (DEMIX, BCL, CLASSIC): all weaker than DAS

*Naïve continual learning (NCL): 

continual learning without any specific technique

DAPT
DAPT
DAPT

DAS
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◼ We study the problem of continual pre-training of language 

model

• We incrementally accumulate knowledge to the LM by

• Computing importance of units for general and domain knowledge, with 

different 𝐿impt

• Soft-masking the backward propagation based on importance (help CF 

and KT)
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Thank you
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◼ We will have in-person poster @ ICLR23

❑ Tue May 02 11:30 a.m. — 1:30 p.m. (Kigali Time) @ MH1-2-3-4 #90

◼ We have benchmarked many SoTA baselines

❑ For continual end-task learning

◼ https://github.com/ZixuanKe/PyContinual

❑ For continual domain-adaptive pre-training 

◼ https://github.com/UIC-Liu-Lab/ContinualLM
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