Bridging the Preference Gap
between Retrievers and LLMSs

« Existing RAG studies retrievers and LLMs

Zixuan Ketl, Weize Kong?, Cheng Li?, Mingyang Zhang?,
Qiaozhu Mei?® and Micheal Bendersky?

University of lllinois at Chicago*, Google Research?,
University of Michigan 3

Bridge the Preference Gap

UNIVERSITY OF

MICHIGAN

@ Google Research

* Bridge Model:

separately
. - . L : - : * Unlike previous RAGs that update LLMs, retrievers, or both. BGM
rF]QuertT:;envreerécrfifr;(l)(mg;t(;rsJ ttgebgg)?rt] 'mportant as E_T\jtune the Frozen \ Trainable connects a frozen LLM and a frozen retriever through a seqg2seq
bridge model
* LLM: exhibits preferences different from _ . LLM . Inbut: Too-K ven by a frozen retriever
humans! Who first won Retriever The first Nobel Prizes put. 10p-f passages given by a 1rozen retrieve
. There is a preference gap! the Nobel Price were awarded... » Output: a sequence of passages (the sequence length is varied,
our goals: due to selection or repetition)
nvestigate the existence of the pref ' h + coals:
* Investigate the existence of the preference ga . . .
_ J _ p 9ap Fmetcune the Trainable Frozen « Adapt the retrieved information to the LLM’s preference.
 Bridge the gap via a seg2seq bridge model Retriever . . . .
o A * Not only ranking, but also selection and potentially repetition
« Evaluate BGM with diverse tasks: QA and text A . Train the Bridae Model
generation, publicly available and personalized Who first won ) Retriever The first Nobel Prizes LLM rain the bridge _0 € |
datasets. the Nobel PriceJ were awarded...  Step 1: Supervised Learning
» Data Synthesis: we obtain the silver passage sequence via
greedy search
Finetune the . - iteratively add the next best candidate passage to the
Preference Gap bridge (BGM) Frozen Trainable Frozen sequence and measure the results based on the resulted
(f AN task performance. Stop until no improvement can be made
Preference Gap on Ranking and Selection Who first won | | . The first Nobel LLM » Step 2: Reinforcement Learning
the Nobel PriceJ Retriever Bridge \ prizes were
o 6 warded * Reward: Performance of downstream tasks
' \.C J ] ]
S 2 —  Policy model: bridge model
= :
% , Step 1 Step 2 Step 3 * Action space: passage IDs
JIHI
% o NN Collect silver passage sequence Train a supervised bridge Optimize a policy against the reward Model NQ  HotpotQA | Email Book
ch) 9 model (a Seq2Seq model) using reinforcement learning Metric EM EM BLEU BLEU
Retri .
S 4 e Naive |33.07 2801 | 557 115
S passages Retriever] Input: [Query] Random | 43.71 26.10 8.55 8.61
i [Passage D] gL ) GTR |[4379 2580 | 976  8.75
& Randomized top-5 Top-1 ) Passage Content Policy Trained PSR | 43.60  25.5I 9.08  9.14
)
N NQ il HotpotQA ® Email = Book CHEDh ot e ovenmos ) [ (djer)), ~ seneratesa Bridge BGM | 4537  35.64 1042 12.07
v o | | Enisn e passage passage S
Search the user voice.. ] sequence Table 2: Performance of all 4 datasets.
______________________________________ [
* Preliminary Experiments: add to_seq (d*V-, ¢) /[ido] Wow! it's even PPO-like
: : i / \ beautiful than i imizati : :
- Retrieve passages using off-the-shelf retriever 5 | anticipatedt ... LLM 8de”e"ate LM optimization v BGM achieves the highest
. . ! i icti - :
* Use top K of the retrieved passages as additional context for} 14, Incrementally 1 " PEFIERen d B.OOk o_lataset has less 'mpfo"ed-..
a frozen Palm?2-S LLM. | performing addingthe | | [idy] this bible is even | retrieval Is not always essential! Naive
. Kev Observations: ! candidate LLM passage to the! | more beautiful than... Bridge can outperform other baselines as well
4 - | | | | | for aready v GTR < BGM: Similar results given by
» Randomizing the ordering of top-5 retrieved items downstream passages, until| 5523.??5 GTR and BGM in NQ: most instances in
(l%?ssages), the performance of RAG only varies by around | task Woml fts even more | ™ i e e Reward NO need only one passage
0 - | i beautiful than ... L?:Loevfnn;cejztsi Outout: [Passae 102 used as v PSR < BGM: Ranking (PSR) is not
* The variation exceed 5% when the LLM is only presented | i o i reward sufficient. Selection must be taken into
with the top-1 passages under each order \ ! (o) ThelDsare account
\ silv / [id,] converted to the . ..
e Lesson: d "~ corresponding (dbdryn | v’ (in the paper) Naive manual threshold SCAN ME
- The general belief in ranking does not apply to LLMs! [ idy] | P3°s28e Inthe applied to reranking model Is also
Gt %’ P insufficient

* We need to bridge the preference gap!



	Slide 1

