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Topics 

◼ Lifelong or continual learning 

◼ Early research on lifelong learning 

◼ Continual learning based on deep neural networks

◼ Continual learning in the open-world

◼ Summary
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◼ Continual Learning 

❑ After a task is learned, its training data (at least a large portion of it) 

is no longer accessible. 

❑ Earlier work on lifelong/continual learning mainly builds separate 

models for knowledge transfer. 

◼ Deep Continual Learning:

❑ We want one single neural model to be able to do well on all tasks

❑ What will happen?

◼ Catastrophic forgetting
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◼ Deep Continual Learning:
◼ Catastrophic forgetting

❑ Intuitively 

▪ The 2D plane example

❑ Mathematically

▪ We cannot directly estimate the expected loss for previous tasks because their 

data is not accessible
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◼ Deep Continual Learning:
◼ Evaluation

❑ Possible scenarios

▪ Catastrophic forgetting

▪ No Forgetting

▪ Problematic Learning

▪ Forward Transfer

▪ Backward Transfer

❑ Quantity Metrics

▪ Meta Table
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◼ Deep Continual Learning:

Testing task

Tasks trained so far

R1,1

R2,1

R3,1

R4,1

R5,1

R2,2

R3,2

R4,2

R5,2

R3,3

R4,3

R5,3

R4,4

R5,4 R5,5

T1 T2 T3 T4 T5

T1

T2

T3

T4

T5

……
…

…

Rm,n : The performance of the model on task Tn, after 

continually training till task Tm
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Testing task

Tasks trained so far

R1,1

R2,1

R3,1

R4,1

R5,1

R2,2

R3,2

R4,2

R5,2

R3,3

R4,3

R5,3

R4,4

R5,4 R5,5

◼ Forgetting rate (FR): 
1

𝑇−1
σ𝑖=1
𝑇−1𝑅𝑖,𝑖 − 𝑅𝑡,𝑖

◼ Backward Transfer (BWT): 
1

𝑇−1
σ𝑖=1
𝑇−1𝑅𝑡,𝑖 − 𝑅𝑖,𝑖

T1 T2 T3 T4 T5

T1

T2

T3

T4

T5

……

…
…

Rt,1 ……

…
…

Y. Liu et al,. Mnemonics training: Multi-class incremental learning without forgetting. CVPR, 2020

Lopez-Paz and Ranzato, Gradient Episodic Memory for Continual Learning, NIPS 2017
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Testing task

Tasks trained so far

R1,1

R2,1

R3,1

R4,1

R5,1

R2,2

R3,2

R4,2

R5,2

R3,3

R4,3

R5,3

R4,4

R5,4 R5,5

T1 T2 T3 T4 T5

T1

T2

T3

T4

T5

……

…
…

Rt,1 ……

…
…

Average
𝑅1

𝑅𝑇

…
…

Instead of drawing a curve for one 

single task, Some use the 

progressive accumulated average

Rebuffi et al,. iCaRL: Incremental classifier and representation learning. CVPR 2017
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Testing task

Tasks trained so far

R1,1

R2,1

R3,1

R4,1

R5,1

R2,2

R3,2

R4,2

R5,2

R3,3

R4,3

R5,3

R4,4

R5,4 R5,5

T1 T2 T3 T4 T5

T1

T2

T3

T4

T5

……

…
…

Rt,1 ……

R1
R2 R3 R4

R5 …… Some introduce a Non-

continual baseline: train 

separate model for each 

task

Forward Transfer (FWT): 
1

𝑇−1
σ𝑖=1
𝑇−1𝑅𝑖,𝑖 − 𝑅𝑖

We can see whether there is forward 

transfer (if forward transfer, FWT > 0 )

Lopez-Paz and Ranzato, Gradient Episodic Memory for Continual Learning, NIPS 2017
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Testing task

Tasks trained so far

R1,1

R2,1

R3,1

R4,1

R5,1

R2,2

R3,2

R4,2

R5,2

R3,3

R4,3

R5,3

R4,4

R5,4 R5,5

T1 T2 T3 T4 T5

T1

T2

T3

T4

T5

……

…
…

Rt,1 ……

After continual training, average over all seen tasks 

(the last row) can give us a high-level evaluation of the 

model. This is a popular number to report the results.

1

𝑇
σ𝑖=1
𝑇 𝑅𝑡,𝑖
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◼ Deep Continual Learning:
◼ Evaluation

❑ Possible scenarios

❑ Quantity Metrics

❑ Popular non-continual learning baselines 

▪ Multi-task Learning (MTL)

▪ Usually regarded as upper bound

▪ Individual task Learning (ONE)

▪ Train a separate model for each task (no forgetting/transfer)

▪ Naïve continual learning (NCL)

▪ Train tasks sequentially, without taking care of forgetting (catastrophic 

forgetting) prevention
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◼ Deep Continual Learning:
◼ Evaluation

◼ Goals

❑ Prevent forgetting

❑ Encourage forward and backward transfer
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◼ Deep Continual Learning:
◼ Evaluation

◼ Goals

◼ Approaches



Let’s Recall What We Learned on Tue.

Continual Learning, June 14 and 16, 2022 14

◼ Replayed-based

❑ Use an explicit memory to maintain a subset of training samples, or

❑ Learn a data generator

◼ Regularization-based

❑ Add a regularization term to loss function

◼ Architecture-based

❑ Each task dedicates a different sub-network
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◼ Replayed-based

❑ GEM

◼ Store raw samples

◼ Optimize the training by constraining the previous loss not to increase

❑ LAMOL

◼ Background: Language model

◼ Finetune the language model as data generator and task solver at the same 

time

❑ Use a unified format (QA) for all tasks

◼ When a new task arrives, the LM first generates pseudo-samples, and then 

combines both the generated and new samples for learning. 
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◼ Play with the model

❑ https://github.com/ZixuanKe/PyContinual

◼ Regularization-based

❑ Add a regularization term to loss function

https://github.com/ZixuanKe/PyContinual
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◼ Regularization-based

❑ Regularization = loss + penalty term

❑ DER++

◼ Distill previous knowledge (network response) to current model by adding a 

distillation penalty term

❑ EWC

◼ Probably the most well-known continual learning system (not the best 

performing though)

◼ Compute the prior based on parameter importance (fisher matrix, base on 

gradient) to constrain the update
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◼ Replayed-based

❑ Use an explicit memory to maintain a subset of training samples, or

❑ Learn a data generator

◼ Regularization-based

❑ Add a regularization term to loss function

◼ Architecture-based

❑ Each task dedicates a different sub-network
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◼ Both replayed-based and regularization-based have forgetting

❑ Can we have some methods that guarantee no forgetting at all?

❑ Yes! Architecture-based

❑ NOTE

◼ No forgetting does not mean we can solve the CL problem

❑ It does largely solve the Task-incremental problem (TIL), because it can totally 

avoid forgetting 

▪ we will see that transferring knowledge is still not easy

❑ It does not solve class/domain-incremental learning (CIL/DIL) problem

▪ Architecture-based cannot be directly used for task agnostic scenarios

▪ We will see why



Architecture-based

Continual Learning, June 14 and 16, 2022 20

◼ What is a sub-network?

❑ Subnetwork = mask * network

❑ The mask can be applied at different locations

◼ Parameters

◼ Outputs

❑ We will see both

h = 

At parameter level

At output level
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◼ HAT[5]

❑ Idea

◼ Given a static network, if one can restrict the training to a sub-network, and 

make sure this sub-network is not changed by any subsequent tasks. 

Forgetting can be prevented.

❑ How does it work?

◼ How to find the sub-network?

◼ How to make sure it is not changed?

[5]: Serra et al., Overcoming catastrophic forgetting with hard attention to the task, ICML 2018
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◼ HAT

❑ Forward: find the sub-network

◼ Input the task identifier t, together with the 

data

◼ The t is used to train a task embedding.

◼ A pseudo-gate function (sigmoid) is 

applied on the task embedding, so that a 

gate is masked on the output of each layer

◼ The mask gives us a sub-network for the 

task t

◼ After training task t, the mask is stored

sigmoid
A positive number

Input task identifier 
together with the data
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◼ HAT

❑ Backward: make sure previous sub-

networks are not changed 

◼ When training the new task, we block the 

previous tasks’ sub-networks

❑ By setting their gradient to 0

Accumulated sub-
network

Since it is binary, 1-x 
means to set it to 0

Additional training 
trick
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◼ HAT

❑ A dynamic illustration

◼ Task 0 is the first task. After learning it, we 

obtain its useful units/neurons, marked in 

orange with a 1 in each unit, which serves as 

a mask for future tasks. 

◼ In learning task 1, we found that task 1 is not 

similar to task 0. Those useful units for task 0 

is masked (with 0 in those orange units or 

cells in the matrix on the left). The process 

also learns the useful units for task 1
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◼ HAT

❑ How is it performing

◼ Datasets

❑ CIFAR10, CIFAR100, MNIST, SVNH

◼ Metrics

❑ Forgetting Rate
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◼ HAT

❑ How does it perform
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◼ HAT

❑ How about pros and cons?

❑ Pros

◼ Almost no forgetting

❑ Because different tasks are using different sub-networks

❑ Cons

◼ Task information (task-id) is needed in testing

❑ Can only be used for Task-incremental Learning

◼ The network capacity can easily run out

◼ Only very weak knowledge transfer can happen

❑ Tasks are separated into different subnetworks (though they may share some 

parameters, but used parameters cannot change)

Now we know why the architecture-based 
model solves the Task-incremental 
learning problem, but not class/domain-
incremental problem 
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◼ HAT

❑ Cons

◼ Task information is needed in testing

❑ Can only be used in Task-incremental Learning

◼ The network capacity can easily run out

◼ Only very weak knowledge transfer can happen

❑ Tasks are separated into different subnetworks (though they may share some 

parameters, but used parameters cannot change)

❑ Can we address the “capacity quickly ran out” issue?

◼ Yes. Let’s change a bit of our mindset

❑ If you want your model to perform well, what do you do? 
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◼ Supsup[6]

❑ Idea:

◼ If you want your model to perform well, what do you do?

❑ Train the weights?

◼ Supsup provides an alternative view

❑ Keep the weight random

❑ Train the mask to select sub-networks

❑ This is called “supermask”

◼ Different tasks use different masks

❑ Forgetting is thus prevented

❑ This is called “superposition”

[6]: Wortsman et al., Supermasks in Superposition, NeurIPS 2020
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◼ Supsup

❑ How does it work?

◼ The weights are not 

trained.

◼ But masks are trained 

to choose the network

❑ Masks are simply the 

indices, which can be 

efficiently saved
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◼ Supsup

❑ How does it perform

◼ Datasets

❑ MNIST, CIFAR100

◼ Metrics

❑ Progressive Results
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◼ Supsup

❑ How does it perform

Extremely large 
number of tasks

Why this is possible?
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◼ Supsup

❑ Pros and Cons?

❑ Pros:

◼ The capacity is much better than HAT, since there can be almost infinite 

different number of masks in a network

❑ Cons:

◼ Need additional task identification technique to deal with class-incremental or 

domain-incremental

◼ For network that is not randomly initialized, i.e., pre-trained network, this 

method will not be working

◼ Still, Only very weak knowledge transfer can happen
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◼ Since both HAT and Supsup can solve the forgetting problem 

and they are mainly for task-incremental learning,

❑ Knowledge transfer is highly desired

◼ But one common issue of both HAT and SupSup is

❑ There is only very weak knowledge transfer 

◼ for Supsup, no transfer at all

❑ We want our CL learner to achieve both

◼ Forgetting prevention, and Knowledge transfer 

❑ Can we achieve these?
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◼ A couple of models can achieve both 

❑ We will introduce some of them

❑ BCL

❑ CLASSIC

❑ CAT

◼ These are mainly NLP models, so we need a bit more 

background of NLP
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◼ More about NLP

❑ Background

◼ Pre-trained Language Model

❑ RoBERT, GPT, T5…

❑ How to use

▪ Fine-tuning

▪ Parameter-efficient tunning

▪ Fix the language model, train additional added module (e.g., insert randomly 

initialized fully-connected networks to each Transformer layers)

▪ The added module is called the adapter. 

▪ In this way, one only needs to train a tiny portion of the parameters to 

achieve similar results as fine-tuning
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◼ The next few approaches are based on Adapter

❑ Work together with a large-scale pre-trained model (typically, 

Transformer)

❑ Belong to the line of parameter-efficient fine-tuning

◼ Adapter

◼ Prompt

◼ Prefix

◼ ……
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◼ Adapter-based parameter-efficient fine-tuning

❑ Attractive to continual learning because

◼ The cost of such parameter-efficient modules is small

❑ E.g., a prompt may contain only 7k parameters (Transformer-based model can 

easily reach 150M+ parameters)

◼ We can cleverly avoid training/updating the language model (LM)

❑ Forgetting thus will not happen in the LM

❑ We only need to focus on the tiny simple adapter

▪ Many CL methods (e.g., HAT, Supsup) can be applied to the adapter
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◼ So far, we know

❑ by using the adapter and CL methods, we can avoid forgetting. 

◼ But how do we enable knowledge transfer?

◼ We need a bit more background in order to understand the 

models that we will study. 

Sabour et al., Dynamic routing between capsules. In NIPS, 2017



Architecture-based: beyond forgetting prevention

Continual Learning, June 14 and 16, 2022 40

◼ Background

❑ Capsule Network

◼ Some materials explain this in very complicated ways. Let’s make it simple

◼ It is a network type, just the same as a standard fully-connected network, except

❑ From Neurons to Capsules

▪ In a typical network, a layer consists of a set of neurons. In a capsule network, a 

layer consists of capsules (by reshaping)

▪ Why? So that a layer can encode more information 
Sabour et al., Dynamic routing between capsules. In NIPS, 2017

Capsules
Neurons Neurons
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◼ Background

❑ Capsule Network

◼ Some materials explain this in very complicated ways. Let’s make it simple

◼ It is a network type, just the same as a standard fully-connected network, except

❑ From Neurons to Capsules

❑ From weight connection to Routing

Sabour et al., Dynamic routing between capsules. In NIPS, 2017

FCN

…

Dynamic Routing routes/groups 
similar capsules to next layer. It 
is like an unsupervised 
clustering process
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◼ Background

❑ Capsule Network

◼ Why is this attractive to continual learning?

❑ If we regard each capsule as the feature from each task

❑ The capsule network can help us group similar tasks together!

▪ Similar tasks means there are transferrable knowledge among them

Sabour et al., Dynamic routing between capsules. In NIPS, 2017

FCN

…

Dynamic Routing routes/groups 
similar capsules to next layer. It 
is like an unsupervised 
clustering process
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◼ BCL[7]

❑ Idea

◼ Based on Adapter, HAT and capsule 

network

◼ Adapter avoid forgetting in the LM

◼ HAT avoids forgetting in the adapter

◼ Capsule network enables knowledge 

transfer

❑ How does it work?

[7]: Ke et al., Adapting BERT for Continual Learning of a Sequence of Aspect Sentiment Classification Tasks, NAACL 2021
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◼ BCL[7]

❑ How does it work?

◼ TSM is HAT

◼ KSM is Capsule 

network

[7]: Ke et al., Adapting BERT for Continual Learning of a Sequence of Aspect Sentiment Classification Tasks, NAACL 2021
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◼ BCL[7]

❑ How does it perform?

◼ It is used to solve an NLP problem

❑ Aspect Sentiment Classification.

[7]: Ke et al., Adapting BERT for Continual Learning of a Sequence of Aspect Sentiment Classification Tasks, NAACL 2021
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◼ Background

❑ Aspect Sentiment Classification

[7]: Ke et al., Adapting BERT for Continual Learning of a Sequence of Aspect Sentiment Classification Tasks, NAACL 2021

We can see both forgetting (CF) 
prevention and knowledge 
transfer (KT) are needed
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◼ BCL

❑ How does it perform

◼ Datasets

❑ Aspect Sentiment Classification

◼ Metrics

❑ FWT, BWT
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◼ BCL

❑ How does it perform

◼ BWT

◼ There are many baselines that we 

have already seen (see red boxes)

ONE

NCL
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◼ BCL

❑ Pros and Cons?

❑ Pros:

◼ Deal with both knowledge transfer and forgetting

❑ Cons:

◼ Only for task incremental learning (TIL)

◼ Parameter-efficient fine-tuning comes with cost: the adapter is randomly 

initialized

❑ Sometimes can be hard
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◼ Is this enough?

❑ We have seen in ASC that the tasks in the task sequence can be 

similar and dissimilar

◼ However, most of them are still similar (e.g., many sentiment words are 

shared across domains)

❑ In practice, there can be a mixed sequence of tasks

◼ Mix of similar tasks and dissimilar tasks

◼ The CL model is supposed to learn well even under this challenging setting

◼ Can we address this? 

❑ Avoid forgetting for dissimilar tasks

❑ Enable transfer for similar tasks
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◼ CAT[8]

❑ Idea

◼ Based on task similarity, the model has different focuses

❑ For similar tasks, CAT focuses on knowledge transfer

❑ For dissimilar tasks, CAT focuses on forgetting prevention

❑ How does it work?

◼ Focus on forgetting prevention is intuitive, we can use HAT

◼ Focus on knowledge transfer becomes intuitive as well

❑ Because we know what tasks are similar, we can simply share their parameters

◼ But how do we detect task similarity? 

[8]: Ke et al., Continual Learning of a Mixed Sequence of Similar and Dissimilar Tasks, NeurIPS 2020
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◼ CAT[8]

❑ But how do we detect task similarity? 

[8]: Ke et al., Continual Learning of a Mixed Sequence of Similar and Dissimilar Tasks, NeurIPS 2020

Transfer Network

Only a small readout function is trainable

Check whether each task i’s knowledge

is transferable to current task t

Reference Network

A similar independent network 

trained from scratch
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◼ CAT

❑ How does it perform

◼ Datasets

❑ Similar datasets

▪ From Federated learning, F-CelebA, F-EMNIST

❑ Dissimilar datasets

▪ EMNIST, CIFAR100

◼ Metrics

❑ FWT, BWT
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◼ CAT

❑ How does it perform

◼ BWT

◼ We have seen many of these 

baselines before (see red boxes)
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◼ CAT

❑ Pros and Cons?

❑ Pros:

◼ Handle both transfer and forgetting, even in a mixed sequence scenario

❑ Cons:

◼ Only for TIL

◼ Need to train an additional reference network

❑ This is not possible when it comes to pre-trained network
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◼ Can we go beyond TIL?

❑ What if I don’t have task information in testing?

◼ Can we still use architecture-based methods?

◼ Yes! But some adaptation is needed.

◼ CLASSIC[9] is an example

❑ More accurately, we will see this is for domain-incremental learning 

[9]: Ke et al., Ke et al.,CLASSIC: Continual and Contrastive Learning of Aspect Sentiment Classification Tasks. In EMNLP, 2021, NeurIPS 2020
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◼ Background

❑ Contrastive loss

◼ Become very popular recently. You probably 

already know that

◼ Intuitively

❑ Unsupervised learning

❑ Push dissimilar representations away

❑ Pull similar representations together

❑ What is similar/dissimilar (positive/negative) is 

decided by you

[5]: Ke et al., CLASSIC: Continual and Contrastive Learning of Aspect Sentiment Classification Tasks, EMNLP 2021
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◼ Background

❑ Contrastive loss

◼ Become very popular recently. You probably 

already know that

◼ Mathematically

❑ Maximize the mutual information

❑ Alignment: The model can learn the invariant 

(shared) knowledge among similar (positive) 

pairs

❑ Uniformity: Preserve maximal information via 

challenging negative samples

[5]: Ke et al., CLASSIC: Continual and Contrastive Learning of Aspect Sentiment Classification Tasks, EMNLP 2021
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◼ Background

❑ Contrastive loss

◼ Why is it attractive to continual learning?

❑ We want to pull together similar knowledge from 

similar tasks while push away dissimilar tasks

[5]: Ke et al., CLASSIC: Continual and Contrastive Learning of Aspect Sentiment Classification Tasks, EMNLP 2021
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◼ CLASSIC[9]

❑ Idea

◼ Contrastive loss to deal with similar and dissimilar tasks

◼ Knowledge distillation to accumulate all previous knowledge into the final/last 

model, so that we do not need task information in testing 

❑ How does it work?

[5]: Ke et al., CLASSIC: Continual and Contrastive Learning of Aspect Sentiment Classification Tasks, EMNLP 2021
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◼ CLASSIC[9]

❑ How does it work?

◼ CED as distillation

◼ Train a self-attention 

to extract similar 

knowledge from 

different tasks. This 

serves as positive 

samples

[5]: Ke et al., CLASSIC: Continual and Contrastive Learning of Aspect Sentiment Classification Tasks, EMNLP 2021

Self-attention mechanism
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◼ CLASSIC

❑ How does it perform

◼ Datasets

❑ Aspect Sentiment Classification

◼ Metrics

❑ FWT, BWT,
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◼ CLASSIC

❑ How does it perform

◼ Task information is unknown in testing

◼ Label is shared across tasks

◼ A.k.a. Domain-incremental learning



Architecture-based: beyond TIL
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◼ CLASSIC

❑ Pros and Cons?

❑ Pros:

◼ Beyond TIL, first technique for DIL

◼ Have mechanisms to deal with both similar and dissimilar tasks 

❑ Cons:

◼ Cannot deal with unshared label scenario (CIL)

◼ It relies on fixed LM.

❑ In some cases, this is useful (e.g., fine-tuning)

❑ However, in some other cases, we do need to update the LM (e.g., pre-training)



What’s next? More recent work
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◼ So far, we have learned 9 different CL models

❑ Including their ideas, implementations, evaluations, pros and cons

❑ Replayed-based

◼ GEM, LAMOL

❑ Regularization-based

◼ DER++

◼ EWC

❑ Architecture-based

◼ HAT, BCL, CAT, CLASSIC

◼ Supsup



What’s next? More recent work
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◼ So far, we have learned 9 different CL models

❑ Want to have some hands-on experience and write some codes?

◼ Go to 

❑ https://github.com/ZixuanKe/PyContinual

◼ What is next?

❑ Let us to see some more recent directions/ideas very briefly

◼ Beyond Supervised Learning

◼ Online Continual Learning (Prof. Liu)

https://github.com/ZixuanKe/PyContinual


What’s next? More recent work
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◼ Beyond Supervised Learning

❑ We already know

◼ Task-incremental, Class-incremental and Domain incremental 

❑ There is a more general categorization



More recent work: Beyond Supervised Learning
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◼ For example, continual pre-training

❑ We know that the LM have become the basic component of NLP 

applications

❑ However, as time goes by, we need to update the LM

◼ This is naturally a continual learning scenario

❑ How to achieve continual pre-training?

◼ GN (it should be useful for any end-tasks)

◼ Unsupervised/self-supervised loss: Masked Language Model

◼ A different goal

❑ Instead of preserving the knowledge for a specific task 

❑ We need to preserve the transferrable knowledge 



More recent work: Beyond Supervised Learning
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◼ For example, continual pre-training

❑ Still in infancy

◼ Some recent work on

❑ Dataset[10,11]

❑ Analysis

▪ Comparing different CL models[12]

▪ A model relies on a very large memory and Non-SoTA language model[13]

[10]: Jang et al., Towards Continual Knowledge Learning of Language Models, ICLR 2022

[11]: Lazaridou et al., Mind the Gap: Assessing Temporal Generalization in Neural Language Models, NeurIPS 2021 (spotlight)

[12]: Jin et al., Lifelong Pretraining: Continually Adapting Language Models to Emerging Corpora, Arkiv, 2022

[13]: Qin et al., ELLE: Efficient Lifelong Pre-training for Emerging Data, Findings of ACL 2022



That’s it
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◼ Thank you 

◼ Q&A



Topics 

◼ Lifelong or continual learning 

◼ Early research on lifelong learning 

◼ Continual learning based on deep neural networks

◼ Continual learning in the open-world

◼ Summary
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Sub-topics

◼ Continual learning based on deep neural networks

❑ Batch continual learning

❑ Online continual learning
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Recall: Batch and online continual learning

◼ Batch continual learning

❑ When a new task arrives, all its training data are available

❑ Training can use any number of epochs

◼ Online continual learning

❑ The data comes in a data stream. 

❑ The data for each task comes in gradually. When a small batch of 

data is accumulated, it is learned in one iteration. 

❑ Training is effectively done in one epoch. 
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Online CL: Problem statement
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Training is done 

in one epoch



Online CL: Replay approach (most popular)
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Difference of replay: batch CL and online CL

◼ Inter-task CF and Intra-task CF

1. Batch CL only have inter-task CF, but online CL have both

2. Online CL samples replay data continuously from both previous 

tasks and the current task. Batch CL only saves previous data. 

3. In batch CL, when a task arrives, all its training data is available, 

but for online CL, the data comes gradually.

❑ In batch CL, all the saved replay data can be used in training the 

new task in any number of epochs. 

❑ But in online CL, only Xbuf is used in one iteration. 
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Online CL: Mutual information (MI) maximization

◼ OCM: Online Continual learning based on Mutual information 

Maximization. 

❑ OCM uses the replay approach. 

◼ Objective: dealing with CF in the CIL setting using MI 

maximization

◼ Preventing information/feature loss in representation learning

◼ Preserving previously learned knowledge

◼ OCM has a new training strategy and a new data augmentation 

method called local rotation. 
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Problem with cross entropy (or other) loss
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Proposition 1. Minimal 

cross-entropy does not 

imply that all possible 

features are learned. 

Proposition 2. Features 

not learned may cause CF 

in continual learning.

Remark: We need to learn 

& use as many features as 

possible, i.e., learning 

holistic representations.
Guo, Liu, and Zhao. Online Continual Learning through Mutual Information Maximization. ICML-2022



OCM architecture
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The final objective
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Experiment results
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Topics 

◼ Lifelong or continual learning 

◼ Early research on lifelong learning 

◼ Continual learning based on deep neural networks

◼ Continual learning in the open-world

◼ Summary
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Sub-topics 

◼ Continual learning in the open-world

❑ Closed world and open world

❑ Open world continual learning framework

❑ Novelty or out-of-distribution detection

❑ Two open world continual learning systems: CML and CILK 
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What do we want to achieve?

◼ In almost existing continual learning research, both the tasks 

and training data are given by the user or the engineers. 

◼ Can the system discover new tasks and also acquire the 

ground-truth training data by itself. 

❑ Then the system can become autonomous 
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Closed-world assumption and open-world learning
(Fei et al, 2016; Shu et al., 2017, Hu et al., 2020)

◼ Traditional machine learning:
◼ Training data:   𝐷train = {𝐷1, 𝐷2, ... , 𝐷𝑡} of classes 𝑌train = {𝑙1, 𝑙2, ..., 𝑙𝑡}. 

◼ Test data:         Dtest, 𝑌test  {𝑙1, 𝑙2, ..., 𝑙𝑡}

◼ Closed-world assumption: 𝑌test  𝑌train

◼ Classes appeared in testing must have been seen in training, nothing new.

◼ A system that is unable to identify anything new, it cannot learn by itself. 

◼ Open-world learning: 𝑌test - 𝑌train  
◼ Training data:   𝐷train = {𝐷1, 𝐷2, ... , 𝐷𝑡}, 𝑌

train = {𝑙1, 𝑙2, ..., 𝑙𝑡}. 

◼ Test data:         Dtest, 𝑌test  {𝑙1, 𝑙2, ..., 𝑙𝑡, L0}
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Self-driving cars need to learn continuously too 

◼ Self-driving cars cannot reach 

human-level of driving with only 

rules and off-line training. 
◼ Impossible to cover all corner cases

◼ Real-world is full of unknowns. 

◼ Have to learn & adapt continuously 

in its interaction with humans and 

the environment by itself. 
◼ in the open world (changes & unknowns).
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A personal experience with a self-driving car

◼ I consulted for a self-driving car company for a year.

◼ Once we took a self-driving car for a field test on the road.
◼ At a T-junction, the car suddenly stopped and refused to move. 

❑ Every direction was clear, and nothing that we can see was on the road. 

◼ We had to take over manually and drove the car to the lab. 
◼ Debugging found that a sensor detected a pebble on the road. 

❑ If the car should have said ”I detected an unknown object on the road. 

What should I do?” we would have said “It is safe. Please go ahead.” 

◼ The car can then learn the new object so that it will have no issue next time. 

❑ That is, learning on the fly or on the job. 

Megagon Labs, June 10, 2022



Chatbots should learn continually after deployment
(Chen & Liu, 2018, Liu, 2020) 

◼ Chatbot: human users may say things 

a chatbot does not understand.

❑ It must learn new knowledge and new 

language expressions during chatting. 

◼ E.g., asking the current or other users. 

❑ Humans learn a great deal in our daily 

conversations

◼ Chatbots should not solely rely on offline 

training initiated by engineers.
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◼ Learning from external sources

✓ Learning by reading web corpus, web 
tables or past conversation [information 
extraction], e.g., NELL. 

◼ Interactive learning

✓ Learning through interactive multi-turn 
dialogue [our focus]
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Lifelong learning chatbots: Scopes

Liu. Learning on the Job: Online Lifelong and Continual Learning. AAAI - 2020

Liu and Mazumder. Lifelong and Continual Learning Dialogue Systems: Learning during Conversation. AAAI-2021



Sub-topics 

◼ Continual learning in the open-world

❑ Closed world and open world

❑ Open world continual learning framework

❑ Novelty or out-of-distribution detection

❑ Two open world continual learning systems: CML and CILK 
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Open-world continual learning (AI Autonomy) 
(Fei et al 2016, Shu et al 2017a, 2017, Chen & Liu, 2018, Liu, 2020)
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Liu. Learning on the Job: Online Lifelong and Continual Learning. AAAI-2020

Orange lines:

Learning after model 

deployment

- Learning on the job



Characteristics of continual learning
(Chen and Liu, 2018, Liu, 2020)

◼ Continuous and incremental learning process (no forgetting)

◼ Knowledge accumulation in KB (long-term memory)

◼ Knowledge transfer/adaptation (across tasks)

◼ Learning after deployment (on the job). Self-supervision using the 

accumulated knowledge and interaction with humans & environment.

Main steps:  

❑ Identify new tasks to learn (open-world learning or OOD detection)

❑ Acquire ground-truth training data (collecting training data interactively)

❑ Learn the tasks incrementally (continual learning)
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Liu. Learning on the Job: Online Lifelong and Continual Learning. AAAI-2020
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Learning on the job (after model deployment)
(Liu, 2020, Chen and Liu, 2018)

◼ It is estimated that about 70% of our human knowledge 

comes from ‘on-the-job’ learning. 

❑ Only about 10% through formal training 

❑ The rest 20% through observation of others

◼ An AI agent should learn on the job too as 

❑ The world is too complex and constantly changing. 

◼ Have to learn continually and adapt

❑ Without this capability, an AI agent is not truly intelligent.
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Example 1 – a chatbot system
(Liu and Mei, 2020; Liu and Mazumder, 2021)

◼ Session 1

❑ User-1: Hey, I visited Stockholm last week. The place is awesome!

❑ Chatbot: Where is Stockholm?

❑ User-1: Stockholm is the capital of Sweden.

◼ Session 2

❑ User-2: I am planning a tour to Europe next month. 

❑ Chatbot: Are you visiting Stockholm? I heard it is a nice place.
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Example 2 - a greeting bot in a hotel
(Chen and Liu, 2018)

◼ See an existing guest.
◼ Bot: “Hello John, how are you today?”

◼ See a new guest - recognize he/she is new  (OOD and create a new task)

◼ Bot: “Welcome to our hotel! What is your name, sir?”     (get class label)

◼ Guest: “David” (got class label: David)

◼ Bot learns to recognize David automatically 

❑ take pictures of David                       (get training data)

❑ learn to recognize David                  (continual learning)

◼ See David next time.
◼ Bot: “Hello David, how are you today?” (use the new knowledge)
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Example (cont.) 

◼ In a real hotel, the situation is much more complex. 

❑ How does the bot know that the novel object is a new guest?

◼ Is the object a person, an animal, or a piece of furniture?

❑ needs to use existing knowledge to characterize the novel object!

❑ Different characterizations require different responses (adaptation or 

accommodation strategies)? E.g., 

◼ If it looks like an animal, report to a hotel staff. 

◼ If it looks like a policeman, do nothing

◼ If it looks like a hotel guest (with luggage), ask for his/her name: “Welcome to our 

hotel! What is your name, sir?” and learn to recognize him/her
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Lifelong/continual learning in the open world

◼ This paradigm 

is for 

AI Autonomy
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Self-initiated Open-world Continual Learning and 

Adaptation (SOLA)
◼ An agent is represented as a pair (T, S), 

◼ T is the primary task-performer (e.g., dialogue system of the greeting bot) 

◼ S is a set of supporting functions (e.g., vision system and speech system) that supports 

the primary task-performer. 

◼ T or each Si  S has its own seven sub-systems (L, R, C, A, K, I, E), 
◼ L: open-world continual learner (classification, novelty detection & continual learning)

◼ R: relevance module that decides if a detected novelty is relevant to agent’s task 

◼ C: novelty characterizer that characterizes the novelty

◼ A: adaptor that adapts to novelty – characterizing novelty and formulating response 

◼ K: risk assessment and management module

◼ I : interactive module to communicate with humans or other agents

◼ E: action executor
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Novelty characterization and adaptation

◼ Characterization: a description of the novel object based on the 

agent's existing knowledge. 
◼ Characterization at different levels of details => more or less precise responses. 

❑ Often done based on similarity: 

▪ E.g., it looks like an animal (general), or it looks like a dog (more specific).

❑ Attributes/properties: e.g., a moving object, speed and direction of moving. 

◼ Adapting to novelty: a pair (Characterization, Response)

◼ Response: According to characterization, formulate a specific course of actions to 

respond to the novelty, e.g., 

❑ If novel object looks like an animal (characterization), report to hotel staff (response). 

❑ If cannot characterize, take default action (e.g., do nothing)

◼ Enable continual learning (see next slide) 

◼ Risk assessment: each decision carries risks
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Adaptation enabled continual learning

◼ Ask a human and learn

❑ E.g., for the greeting bot, ask the human using the interactive module I (in 

natural language) to get ground-truth data and incrementally learn.

◼ Imitation learning. 

❑ E.g., on seeing a novel object by a self-driving car, if the car in front drives 

through it with no issue, the car may choose the same course of action as 

well and learn it for future use.

◼ Perform limited reinforcement learning. 

❑ By interacting with the environment through trial-and-error exploration, the 

agent learns a good response policy for future use.

Continual Learning, June 14 and 16, 2022 100

Liu, Robertson, Grigsby, and Mazumder. Self-Initiated Open World Learning for Autonomous AI Agents. AAAI Spring Symposium, 2022.



(L, R, C, A, K, I, E)

◼ Every module potentially has 

the lifelong learning capability

❑ Learning everything

❑ Learning everywhere

◼ In a particular system, 

❑ Not all modules are necessary

❑ some modules may be shared:

◼ E.g., in a chatbot, Interaction module 

and Executor may be the same
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Sub-topics 

◼ Continual learning in the open-world

❑ Closed world and open world

❑ Open world continual learning framework

❑ Novelty or out-of-distribution detection

❑ Two open world continual learning systems: CML and CILK 
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One-class OOD detection:

◼ To detect unseen classes, Fei and Liu (2016) proposed CBS 

learning: 

❑ Center-based similarity (CBS) space learning.

◼ It performs space transformation

❑ Each document vector d is transformed to a CBS space vector

(1) Compute centers ci for the positive class 

(2) Compute the similarities of each document to ci. 

◼ This gives us a new data set (in CSB space). 
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Space Transformation and Learning

◼ We can use many similarity measures. 

◼ After space transformation, we can run SVM to build a 

classification in the CBS space

❑ CBS learning basically finds a ball for each class
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Traditional learning vs. CBS learning

◼ Traditional learning (using SVM)                 CBS learning

◼ Classification (testing)
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One-class learning: a holistic approach

◼ It aims to use as many features are possible (holistic 

representation). 

◼ A one-class loss is proposed. 

❑ Negative Log Likelihood (NLL) for one-class

❑ Holistic regularization (H-regularization)
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Results in AUC

◼ For OOD detection, the 

common evaluation 

measure is Area under the 

ROC curve (AUC). 
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DOC: Deep Open Classification
(Shu et al. 2017)
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Shu, Xu, Liu. DOC: Deep Open Classification of Text Documents. EMNLP-2017

Given a classification 

problem with n classes, 

called, in-distribution

(IND) classes. In DOC,

◼ Each head is a 

sigmoid unit as a 

binary classifier, 

◼ One for each class



Finding the rejection threshold
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CSI: OOD detection via contrastive learning

◼ CSI consists of two main ideas (step 1)

❑ It does data augmentation and also class augmentation

◼ For an image, 

❑ It does: crop, horizontal flip, and color changes to create additional images. These 

are treated as positive data. 

❑ It does rotations of 90, 180 and 270 degrees and treat them as different classes and 

thus negative data.  

❑ It uses supervised contrastive learning for feature learning.
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CSI: OOD detection via contrastive learning (cont.)

◼ Step 2 of CSI

❑ Given the feature extractor h trained with the loss in the previous 

slide, h is frozen, and 

❑ only fine-tune the linear classifier f, which is trained to predict the 

classes of task t and the augmented rotation classes. 

◼ At inference or testing,

❑ Ensemble class prediction. 
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CMD: OOD detection via data generation

◼ CSI is very accurate in AUC but extremely slow due to its 

data and class augmentation and contrastive learning.

◼ CMD is much faster, at least 10 times faster, with on par AUC

❑ CMD learns a CVAE generator to generate pseudo-OOD data. 

❑ Key idea: combine embeddings of different IND classes to generate 

abnormal conditions for CVAE to generate pseudo-OOD data. 

◼ Such data are similar but also different from the data of any existing class.

Continual Learning, June 14 and 16, 2022 112

Wang, Shao, Li, Hu and Liu. CMG: A Class-Mixed Generation Approach to Out-Of-Distribution Detection. ECML-2022.



CMG framework and training process
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Note that:

(1) Stage 2 only 

fine-tunes, no 

feature learning.  

(2) The classifier 

is not specified. 

Then CMG can 

improve existing 

OOD detectors. 



Performance comparison

◼ CMG-e adds an 

energy-based 

loss to cross 

entropy as the 

OOD loss to fine-

tune an OOD 

detector. 

◼ CMG runs at 

least 10 times 

faster than CSI. 
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Open-world continual learning via meta-learning

◼ L2AC perform:

❑ OOD detection

❑ Continual learning

◼ L2AC–meta-learning

❑ It maintains a dynamic set S of seen classes that allows new 

classes to be added or deleted without re-training. 

◼ Each class is represented by a small set of training examples. 

❑ In testing, the meta-classifier uses only the examples of the 

seen classes on-the-fly for classification and rejection (novel)
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L2AC framework

◼ L2AC has two major components: 

❑ a ranker: retrieve some examples from a seen class that are 

similar/near to the test example. 

◼ Given a test example x that may come from either a seen or an unseen class, 

the ranker finds a list of top-k nearest examples to x from each seen class c.

❑ a meta-classifier. perform classification after it reads the retrieved 

examples from the seen classes. 

◼ The meta-classifier produces the probability that the test x belongs to class c

◼ A threshold is used to determine reject (OOD). 

◼ Continual learning: give some examples of each new class. 
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Sub-topics 

◼ Continual learning in the open-world

❑ Closed world and open world

❑ Open world continual learning framework

❑ Novelty or out-of-distribution detection

❑ Two open world continual learning systems: CML and CILK 
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Recall open world continual learning
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◼ SOLA: Self-

initiated Open-

world Continual 

Learning and 

Adaptation.

◼ AI autonomy



Example SOLA: natural language interface (NLI)

◼ Performance task: user asks the system (CML, like Siri and Alexa) to 

perform a task in NL, the system does it via API actions 
◼ Approach: natural language to natural language matching (NL2NL)

◼ CML builds NLIs for API-driven applications semi-automatically. 

◼ To build a new NLI (or add a new skill to an existing NLI), 

◼ Application developer writes a set Si of seed commands (SCs) in NL to represent each 

API action i.  

❑ SCs in Si are just like paraphrased NL commands from users to invoke i, but the objects to be 

acted upon in each SC are replaced with variables, the arguments of i.

◼ When the system does not understand a command (novelty), it adapts and learns new 

(paraphrased) SCs from users interactively and continually. 
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An example – Smart home

◼ Let an SC be “put on light in X1" for this API, 
◼ where X1 is a variable representing the argument of the API. 

◼ User command: “power on the light in the bedroom” 
◼ It can be matched or grounded to this SC, where the grounded API arguments are {X1 

= ‘bedroom’}.
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◼ SmartHome:  API action: 

SwitchOnLight(X1)

◼ Switching on a light at a 

given place X1



CML has three components

◼ SC (seed command) specification 

❑ to enable application developer to specify a set of SCs for each of 

their APIs 

◼ Command grounding module

❑ ground a user command C to an action SC by matching C with the 

correct SC (whose associated action API is then executed)

◼ Interactive continual learner

❑ It interacts with end-users to learn new SCs and paraphrases of API 

argument values.
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Command grounding module (CGM)

◼ Rephraser and Tagger (R): 

❑ Given the user command C, R repharses C and tags each word or 

phrase in the rephrased C with either ‘O’ (i.e., not an argument type) 

or one of the possible argument types of the action SCs.

◼ SC Matcher (M): 

❑ Given the rephrased and tagged command C and the set T of (action 

or utility) SCs, Matcher M computes a match score f(t, C) for each t

in T and returns the top ranked SC.

❑ This work uses an information retrieval (IR) based unsupervised 

matching model for M
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Novelty detection, characterization, adaptation

◼ Novelty detection: when CML cannot ground a user command, e.g., 

it cannot understand “turn off the light in the kitchen” 

◼ Novelty characterization: which part of the command it understands and 

which part it has difficulty based on similarity. E.g., it cannot ground “turn off”

◼ Adaptation (or accommodation):

◼ Response: ask the user by providing some options (to collect ground-truth data)

Bot: Sorry, I didn’t get you. Do you mean to:

option-1. switch off the light in the kitchen,
option-2. switch on the light in the kitchen, or
option-3. change the color of the light in the kitchen?

◼ Continual learning: learn a new SC. No issue with related commands in future. 
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Risk consideration

◼ CML manages risk in two ways

❑ Do not ask user too many questions in order not to annoy the user. 

◼ Learning can be done to assess each user’s tolerance.

❑ When characterization is not confident, take the default action, i.e., 

◼ Ask the user to say his/her command in another way 

❑ rather than providing a list of random options for user to choose from

▪ which can be annoying or make the user lose confidence in the system!
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Continuous knowledge learning in dialogues

◼ Dialogue systems are increasingly using knowledge bases 

(KBs) storing factual knowledge to help generate responses. 

❑ KBs are inherently incomplete and remain fixed, 

◼ which limit dialogue systems’ conversation capability

◼ CILK: Continuous and Interactive Learning of Knowledge

❑ to continuously and interactively learn and infer new knowledge 

during conversations
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Knowledge learning in conversation
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Opportunities to learn in conversations

1. Extracting knowledge directly from user utterances. E.g., 
◼ User: Obama was born in Hawaii.

◼ Agent extracts: (Obama, BornIn, Hawaii) – expressed in triples (h, r, t)

2. Asking user questions & expecting correct answers, e.g.,  
◼ Agent: Where was Obama born?

◼ User:   Hawaii => (Obama, BornIn, Hawaii)

3. When the agent cannot answer user questions, it asks the 

user for some supporting facts and then infers the answers. 
◼ We focus on this setting (which covers 1 and 2)
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Two types of queries or questions

◼ Wh-question

❑ E.g., Where was Obama born?

❑ (Obama, bornIn, s?)

◼ Fact verification question 

❑ Was Obama born in Hawaii? 

❑ (Obama, bornIn? Hawaii)
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Assumptions

◼ Focus on developing the core interactive knowledge learning

❑ Do not build all peripheral components (like fact or relation extraction, 

entity linking, etc.) which are assumed to be available for use. 

◼ Assume that the user has good intentions

❑ User answers questions with 100% conformity about the veracity of 

his/her facts 

◼ Cross-verification can be used to deal with wrong knowledge

◼ Do not assume user can answer all questions 

❑ as opposed to the teacher-student setup - the teacher is assumed to know 

everything.
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Components for knowledge learning
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Interactive knowledge learning in dialogue: example
(Mazumder et al. 2019)
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Topics 

◼ Lifelong or continual learning 

◼ Early research on lifelong learning 

◼ Continual learning based on deep neural networks

◼ Continual learning in the open-world

◼ Summary
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Summary

◼ Classical ML: isolated, closed-world, single-task learning

◼ This short course studied the following

❑ Definition of lifelong/continual learning

❑ Early research of lifelong learning

❑ Lifelong/continual learning using deep neural networks

◼ Batch continual learning 

◼ Online continual learning

❑ Continual learning in the open world 

◼ Try to achieve AI autonomy

Continual Learning, June 14 and 16, 2022 133



Summary: challenges

◼ Catastrophic forgetting

◼ Still a major challenge, especially for class incremental learning (CIL)

◼ Knowledge transfer – limited work has been done.

◼ Correctness and applicability of knowledge

◼ What to transfer and how to transfer forward and backward

◼ Open world continual learning is an even bigger challenge

◼ Novelty, characterization, adaptation, and incremental learning

◼ Goal: AI autonomy - the next generation AI.

◼ Autonomous learning agents will be built in restricted environments

❑ Interacting with people, other agents, and the environment
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Thank You!

Q&A


