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HIghlighted outcomes

Benchmark Llama-Fin 
(Ours, 8b)

GPT4o

FPB
(Financial Sentiment analysis)

91.13 82.16

FiQA SA
(Financial Sentiment analysis)

95.32 68.51

NER
(Financial Named Entity 
Recognition)

76.69 43.02

EDTSUM
(Financial Abstractive 
Summarization)

53.78 18.15

Finance Bench
(Financial Open QA)

54.00 51.30

SM-Bigdata
(Stock Movement Prediction)

54.14 49.18

Flare-German
(Credit Scoring)

64.00 17.00

……

Resulting model 
(Llama-Fin-8b), a small but 
mighty Finance LLM!
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Evaluation set is open 
source

https://huggingface.co/datasets/Salesforce/FinEval 
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Research Question

Answer from related work: 
(e.g., PIXIU, FinLLM, FinTral, Palmyra-Fin, 
FinMa, Finance-LLM, FinLLaVA)*

Follow standard methods:
Continual Pre-training (CPT) → 
Instruction-tuning (IT) → Preference 
Alignment (PA)



Research Question

Answer from related work: 
(e.g., PIXIU, FinLLM, FinTral, Palmyra-Fin 
etc.)*

Follow standard methods:
Continual Pre-training (CPT) → 
Instruction-tuning (IT) → Preference 
Alignment (PA)

This work (FinDAP)

This is not enough! Domain-adaptive 
post-training is unique to pre-training and 
general post-training and we need a systematic 
and principle approach
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Factors to consider

● Desirable capabilities for the target domain (e.g., reasoning…)
● Training Recipe

○ Original pre-trained LLM already possess strong general capabilities and knowledge 
■ Catastrophic Forgetting
■ Knowledge Transfer

○ Construct preference data for reasoning in preference alignment (PA)
● Implementation of the recipe (training data)

○ Quantity vs. Quality
■ Literature found that small amount of general data is enough to mitigate forgetting
■ While learning domain-specific knowledge typical require more data

● Evaluation
○ Different capabilities may require different evaluation methods

■ e.g., reasoning tasks may want CoT evaluation



FinDAP
Our Framework

● FinCap: Core capacities 
required for finance 
domain

● FinRec: Our training 
Recipe

● FinTrain: a curated set of 
training datasets 
implement FinRec

● FinEval: A comprehensive 
evaluation framework



FinDAP
FinCap: Core capacities required for finance domain

● We propose 4 main capabilities based on the fundamental 
requirement in FinAI
○ Understanding domain-specific concepts to process financial 

language accurately, performing domain-specific tasks to solve 
real-world problems, reasoning effectively to analyze complex 
financial data, and following instructions to interact naturally 
in practical applications.

○
● Domain-specific concepts
● Domain-specific tasks
● Instruction-following
● Reasoning
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○
● Domain-specific concepts
● Domain-specific tasks
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Continual Pre-training (CPT)

Preference Alignment (PA)
Instruction Tuning (IT)
Instruction Tuning (IT)



*All claims are supported by ablation results, which we did not include here (see Appendix)

FinDAP
FinRec: Our training Recipe

● Model Recipe
○ Joint training CPT and IT

■ Why? 
● CPT alone causes forgetting on instruction-following abilities. 
● A joint training can further improve generalization 

○ Concepts are often inherently more generalizable due to the shared nature of concepts 
across tasks

● Implementation
○ Since the only different is whether to mask-out the instruction, we can simply mixing up 

their data to achieve jointly training
○ CPT data size is usually larger, we down-sample it to match the IT size

○ PA for reasoning tasks
■ Assign higher probability mass to better generations, has been shown to be effective in enhancing 

reasoning capabilities of LLMs
■ Employ DPO (detailed in data recipe)



*All claims are supported by ablation results, which we did not include here (see Appendix)

FinDAP
FinRec: Our training Recipe

● Data Recipe
○ In-domain, general-domain and mixture

■ Most FinLLMs use in-domain data only
● This exclusive reliance on in-domain data can lead to forgetting of general knowledge in the original 

pre-trained LLM. 
■ We conduct systematic investigation ({CPT/IT/PA}-{In/Gen/Mix})

● CPT
○ While CPT-In and CPT-Gen outperforms in financial and general tasks, respectively, CPT-Mix 

achieves the best → mixing data sources effectively mitigates forgetting of general knowledge
● IT

○ IT-Mix slightly outperforms than other data versions → mixing general tasks remains helpful to 
mitigating forgetting of general concepts and tasks, although the effect is much less 
pronounced compared to CPT.

● PA. 
○ PA-In performs comparably to PA-Mix, indicating that it is NOT essential to include general 

tasks to prevent forgetting of concepts or tasks, unlike the cases of CPT and IT.

Forgetting 
impact 
decrease

Mixture of in- and general-domain data for CPT+IT



*All claims are supported by ablation results, which we did not include here (see Appendix)

FinDAP
FinRec: Our training Recipe

● Data Recipe
○ Preference data with outcome and process signals/reward

■ Two Regimes: Learning to reason (DS-R1…) vs inference scaling (OAI-O1..)
● We adopt “learning to reason” as finance domain often require rapid responses

■ Learning to reason
● Trajectories collection

○ Search-based 
■ RM/verifier to guide the search

○ Revision-based
■ Iterative refinement

○ We adopt the search-based method as revision-based shows mixed results and 
have not yet been well established as reliable for achieving improvements

● Training from trajectories (DPO in this work)



*All claims are supported by ablation results, which we did not include here (see Appendix)

FinDAP
FinRec: Our training Recipe

● Learning to reason: Search-based trajectories collection
○ Reward model / verifier

■ We employ generative RM with strong pre-trained LLM (i.e., GPT4o)

Final answer
(Outcome) Level

Reasoning steps 
(Process) Level
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Our Framework

● FinCap: Core capacities 
required for finance 
domain

● FinRec: Our training 
Recipe

● FinTrain: a curated set of 
training datasets 
implement FinRec

● FinEval: A comprehensive 
evaluation framework
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FinTrain: a curated set of training datasets implement FinRec

● General text (used in CPT)
○ Goal: mitigate forgetting 
○ Literature: a ‘small’ amount of general text (as 

little as 1%) can effectively mitigate the 
forgetting issue 

○ FinDAP: focus on collecting a relatively small but 
high-quality set of general-domain text.

○ Verifiable: text written by humans and 
previously used in supervised task

● Finance text (used in CPT)
○ Goal: domain-specific knowledge
○ Diverse and large-scale:

■ Web (URLs based filtering)
■ Books

CPT datasets totally ~ 6B tokens
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FinTrain: a curated set of training datasets implement FinRec

● Prompts (used IT and PA)
○ Corresponding to each capabilities
○ Diversity
○ Previously shown perwell well (e.g., UltraQA)
○ Potential reasoning steps provided (e.g., Exercise)
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FinEval: A comprehensive evaluation framework

● Types
○ Similar (to training)

■ The task type has been seen
■ Goal: outperform the best model (GPT4o..), even if we 

are small (post-training from LLama3-8b-instruct)
○ Novel

■ A new task type
■ Goal: outperform our original pre-train LLM 

(LLama3-8b-instruct) 
● Tasks

○ Corresponding to the 4 capabilities
● Methods

○ CoT for reasoning tasks
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Final Results (similar tasks)

Outperforms all other baselines 
(including GPT4o) with one exception



FinDAP
Final Results (novel tasks)

General concepts are preserved

Effective in the majority of Tasks 
(12/17)

Instruction-following is also preserved

Excels in reasoning tasks
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Ablations on Preference Alignment

improved on 3 out 5

PA always improve

PA always improve

Mixed: some tasks are inherently ‘easy’ 
and reasoning capabilities might not be 
beneficial (important future work)
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More details

○ arXiv (including detailed ablation, hyper-parameters, prompts…): 
■ Demystifying Domain-adaptive Post-training for Financial LLMs
■ https://arxiv.org/abs/2501.04961 

○ Github: https://github.com/SalesforceAIResearch/FinDAP 

○ HF (FinEval): https://huggingface.co/datasets/Salesforce/FinEval


