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= A quick summary of TIL and CIL
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Continual

Learning NLP (LM)
Settings Desiderata Challenges Tasks Approaches

TIL CIL

*LM: Language Model
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Settings

We have known that

TIL

Assumption: task-IDs are
available in both training and

testing
Vi C Y
Goals:
f:XXT =Y
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CIL

Assumption: task-IDs are
available only in training. In
testing, a test instance from
any class may be presented

ViNYy =Vt £t
y:Uthlyt

Goals: f: X — )

Notations:

T is the last task
learned and 7 = {1..T'}

V¢ is the label space of
task t

For any given tasks, t
and t’,

p(Xe) # p(Xy), Wt # 1
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Another setting: Domain-incremental Learning
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Domain-incremental Learning

Assumption
o Class labels are assumed to be the same for all tasks
E.g.,

o A segquence of sentiment classification tasks (all tasks have the
same labels {positive, negative, neutral})

o Generation tasks in NLP (all tasks depend on the language model
head which has the same number of vocabulary tokens)
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Domain-incremental Learning

Goal
o Learnafunction f: X x T — )

Yes, Itis a special case of TIL
o A DIL problem can always be solved with a TIL method

However, you may see some existing DIL systems do not use
task-ID In testing,

o This is because the tasks are very similar (task-ID does not matter)
or very dissimilar (task-ID is easily predicted using the test data)
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Domain-incremental Learning

Now we know all the 3 settings, why are they important?

o Together with TIL and CIL, they constitute the three fundamental
settings of continual learning.

o When attempting to leverage continual learning, the initial step is to
establish the appropriate setting.

o Different settings are for different applications and lead to different
specific challenges and approaches
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Continual

Learning AP
Settings Challenges Tasks Approaches
TL ClL DL Before we go to NLP, let’s

summarize what we have known
about continual learning so far

*LM: Language Model
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Continual learning

General Desiderata (TIL, DIL, CIL)

o Not suffer from catastrophic forgetting (CF)
l.e., perform reasonably well on what has been learned

o Achieve positive forward knowledge transfer (forward KT)
l.e., old knowledge helps new task

o Achieve positive backward knowledge transfer (backward KT)
l.e., relevant new task helps old tasks
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Continual

Learning NLP (LM)
Settings Desiderata Tasks Approaches
TIL CIL DIL Prever'1t Knowledge
Forgetting Transfer

N

Forward Backward

*LM: Language Model
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Continual learning

Challenges

o Stability-plasticity (TIL, CIL, DIL)
Preserving the learned knowledge v.s. accurately learning new experiences

o Transfer-interference (mostly in TIL and DIL)
Knowledge transfer vs. knowledge interference
(increase parameter-sharing vs. reduce parameter-sharing)

o Task separation (mostly in CIL, and DIL w/o ID)

Establish decision boundaries between the current task and previous tasks
0 In learning the current task, the learner does not see previous or future task data

*Task separation a.k.a. inter-task class separation in CIL
DEIM2023 Tutotial, March 6, 2023
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Continual

/LeamingN N
Settings Desiderata Challenges Approaches

=7 _—\ VAN

Prevent Knowledge  Stability- Transfer- Task
TIL CIL DIL : . : :
Forgetting Transfer plasticity  inference separation

Forward Backward

*LM: Language Model
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= Continual learning of NLP Tasks
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Continual Learning in NLP

= The world is dynamic, and time is irreversible, new emerging
{classes/domains/tasks/topics/events} keep coming

n who will win the football world cup

I'm sorry, but | don't have the ability to browse the internet and don't have the information
about the upcoming football world cup. My training only goes up until 2021, so | am not
able to provide current information on any sports events. Is there something else | can help

you with?
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Continual Learning in NLP

The world is dynamic, and time is irreversible, new emerging
{classes/domains/tasks} keep coming

We do not want to re-train for many reasons

We do not want to train separate models for many reasons

We want the model accumulates knowledge in its lifetime without
forgetting what it has learned

DEIM2023 Tutorial, March 6, 2023
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Continual Learning in NLP

“Task”
o In terms of NLP, what is a task?

Formulation
o How are some NLP tasks learned continually?

Approaches
o What are some popular approaches in CL for NLP?

DEIM2023 Tutorial, March 6, 2023
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Continual Learning in NLP

Tasks
Pre- End-task
training learning

/ Most popular

Each task is an end-task

Domain-
adaptive Pre- which can be any NLP problem (e.g.,
training sentiment classification, NER, summarization)

Each task uses a domain
corpus to adapt an LM to a
domain/topic

*Domain-adaptive pre-training (DAPT) a.k.a. post-training or pre-finetuning
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2022

2021

2020

2019

o

Formulation of

NLP Problems

Large #NLP problems belong to
DIL

= Many problems are converted
to generation tasks in NLP via
prompting
Continual learning for NLP has
been growing rapidly, this table
keeps expanding.

#Papers in Top NLP Conferences

10 20 30

NLP Problems

CL Papers

Aspect sentiment classification

B-CL (Ke et al., 2021c¢)
CTR (Ke et al., 2021a)

Intent classification

MeLL (Wang et al., 2021a)
PCLL (Zhao et al., 2022)

Slot filling
Topic classification
Mixed diverse tasks

PCLL (Zhao et al., 2022)
CTR (Ke et al., 2021a)
CLIF (Jin et al., 2021)

Mixed 5 classification tasks
Named-entity recognition
Summerization
Paraphrase

LFPT5 (Qin and Joty, 2022)
LFPT5 (Qin and Joty, 2022)
LFPT5 (Qin and Joty, 2022)
RMR-DSE (Li et al., 2022a)

Dialogue response generation

RMR-DSE (Li et al., 2022a)
AdapterCL (Madotto et al., 2020)

Dialogue state tracking
Dialogue end2end
Aspect sentiment classification

AdapterCL (Madotto et al., 2020)
AdapterCL (Madotto et al., 2020)
CLASSIC (Ke et al., 2021b)

Question answering

MBPA++ (de Masson d” Autume et al., 2019)
Meta-MBPA++ (Wang et al., 2020)

5 pre-training domains
8 pre-training domains
10 pre-training domains

ELLE (Qin et al., 2022)
DEMIX (Gururangan et al., 2021)
Continual-TO (Scialom et al., 2022)

Mixed 5 classification tasks
Mixed classification and labeling tasks
Dialogue state tracking
Dialogue response generation
Mixed classification and generation
Mixed 4 generation tasks

LAMOL (Sun et al., 2020)
LAMOL (Sun et al., 2020)
C-PT (Zhu et al., 2022)
TPEM (Geng et al., 2021)
ConTinTin (Yin et al., 2022)
ACM (Zhang et al., 2022)

CL Settings Type
TIL End-task
DIL (w/o ID)| End-task
DAPT
DIL (w/ 1Dy | End-ask
DAPT
End-task
CIL
S0 Few-shot

EEMNLP mACL mNAACL
DEIM2023 Tutorial, March 6, 2023

5 pre-training domains

CPT (Ke et al., 2022)

Named-entity recognition

ExtendNER (Monaikul et al., 2021)

Intent classification

CID (Liu et al., 2021)
PAGeR (Varshney et al., 2022)

Mixed 5 classification tasks
Slot filling
Sentence representation

IDBR (Huang et al., 2021)
ProgM (Shen et al., 2019)
SRC (Liu et al., 2019a)

Mixed 5 classification tasks

MBPA++ (de Masson d” Autume et al., 2019)
Meta-MBPA++ (Wang et al., 2020)

Intent classification

ENTAILMENT (Xia et al., 2021)
CFID (Li et al., 2022b)

*DAPT: Domain-adaptive pre-training



Continual

/LeamingN
Settings Desiderata Challenges

=7 _—\ VA

TIL CIL DIL Prever-1t Knowledge Stability- _Transfer-
Forgetting Transfer plasticity ~ inference

Forward Backward
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Task
separation

General
Pre-
training

NLP (LM)

Tasks

T~

Pre- End-task
training learning

Domain-
adaptive
Pre-training

*LM: Language Model
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Approaches for Forgetting Prevention

We have known the three popular families in continual learning to
prevent forgetting

Add penalty when training Regularization-
new task based

Memorize a subset of old
samples and train together with the =~ Replay-based
new task

Allocate specific parameters to Parameter-
specific tasks Isolation

DEIM2023 Tutorial, March 6, 2023
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Approaches for Forgetting Prevention

*adapter: Adding a small
number of parameters to the

A simple example in NLP: Adapter-CL ore-trained LM. In fine-tuning,
End-task  Parameter only the adapters are
DIL , ) ) trainable.
learning -isolation
A
L Headg | W, refers to the adapter for task t
1 - Adapter-CL uses separate adapters
_Tramsformerg | .,  pe— for different tasks, which is a naive
ces Linear .
way to prevent forgetting.
[ Tra.nsformerg ] | Layer Norm |
) — It can do well in forgetting

[ Transformery ]

A

prevention, but cannot achieve the
other desideratum (knowledge
transfer)

Madotto et al., Continual learning in task-oriented dialogue systems, EMNLP 2020

DEIM2023 Tutorial, March 6, 2023 22



Approaches for Knowledge Transfer

Approaches for preventing forgetting mainly try to reduce parameter-
sharing

This is not enough for knowledge transfer, which needs to allow some
used parameters to be updated or shared.

Compute task similarity and share the Similari[tl3]/-
parameters for similar tasks based
Learn the transferrable knowledge using Replay- *Same name,
replay data (e.g., meta-learning) based!? but with different
goals
Soft-masking the backward pass, but keep Soft-mask-
the forward pass untouched based

[1]: Ke et al., Achieving forgetting prevention and knowledge transfer in continual learning, NeulPS 2021
DEIMZ2023 Tutotial, March 6, 2023 [2]: d’Autume et al., Episodic Memory in Lifelong Language Learning, NeurlPS 2019



Continual Domain-adaptive Pre-training

- dDo?aur;- Soft-mask-
training

Setting

o Continual domain-adaptive pre-training of a sequence of domains
without accessing the data that was used in original pre-training or
previously learned domains

o End-task doesn’t know its domain belonging
Goals

o CF prevention

o KT (backward and forward)

Approach

o DAS

Ke et al., Continual learning of language models, ICLR 2023
DEIM2023 Tutorial, March 6, 2023



MLM Head ] ] ] o
1 (A) Continual Domain-adaptive pre-training

x L

\ 4

Add & Layer Norm

Q

Fr

A

Given a pre-trained LM, continually domain-
Add&g” Norm Restaurant Phone Camera adaptive pre-training a sequence of domains

L NEWS
p— o=

\ 4

Attention

T
Hidden States

\ 4

Classification Head B) Individual Fine-tunin : : : :
osfiegontead ) J After continual learning, the domain-adaptive pre-

x L

> Add&ger Norm End-tasks training performance is evaluated by end-tasks
ASC-Restaurant : :

A Each end-task corresponding to one domain and
o[ Add & Layer Norm ASC-Phone has its own training and testing set. It is trained

é ASC.Camera |nd|V|dggIIy and will not affect the domain-adaptive

. pre-training
Attention
?
Hidden States ) e -
ASC: Aspect Sentiment Classification




Continual Domain-adaptive Pre-
training

Pre-trained LM

S t=1
.,
No Importance
training Computation
Network Soft-masking
Training
Backward

Key ideas:

1) Detect importance of units for
general and domain knowledge

2) Soft-mask the important units
when training new tasks/domains

3) This can prevent forgetting and
allow knowledge transfer

Key challenges:

1) How to detect importance for the
two types of knowledge

2) How to soft-mask

Ke et al., Continual learning of language models, ICLR 2023

DEIM2023 Tutorial, March 6, 2023

26



Importance Computation

Lyim
I Element-wise
multiplication
s f —————— ~ .
. x L \ To compute the FrTTEEEE S ~
: I importance | x L\
) : I g :
Transformer | — : :
Layer : I Transformer I
N y ' Layer : .
Forward \ ]
N o o o e e e e e e e e = 7’

g, Is the virtual parameters.
Each virtual parameter g;; in g,
corresponding to an attention
head or neurons (units)

It is initialized as all 1’s, and
has its gradient but will never
change.

Why? We only use its gradient
to compute importance



o mm mm mm =y,

Importance Computation

Transformer
Layer [

Forward
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—-—een e e = -

To compute the
importance

—

Layer [

Forward

For domain knowledge,

Limpt = LmLm

aLimpt(xgz)' yg)?)
d

m __
V.gl —
gi

t 1
19 =% |7y

Use absolute gradient to indicate importancel

Michel et al. Are sixteen heads really better than one? NeurlPS, 20109.
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Importance Computation

Limpt = KLU (®SY), fanx$))

i P g 2 . S -
LMIIPre-trained LM x L\ LMII Pre-trained LM x Ly
| |
I I I I
: Transformer : Transformer |
| Layer [ : | Layer [ :
N o e __7 N o e _7

f 1

(1)
Xom £

KL: How different are the two representations?

fiul oy Transformer with different dropouts

xg,? : We only use the first domain data because we want
to keep the pre-trained general knowledge

With the new L, ,¢, we can use the absolute gradient to
Indicate the importance (same as in domain knowledge)

Ke et al., Continual learning of language models, ICLR 2023
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For general knowledge, we leverage the
random dropout in standard Transformer

Random dropout introduces random
noise. Given the same input, the
difference between the representations
with different random noise indicates the
robustness.

The units that are important to the
robustness is likely to be important to the
general/pre-trained knowledge because
its change will cause the pre-trained LM
change a great deal

29



Sott-masking

Layer [

Backward

DEIM2023 Tutorial, March 6, 2023

First, we normalize the importance so
that they are comparable

I gk) = Tanh(Norm(ng)))
Second, we accumulate the importance

<t—1 t—1 t—2
1570 = EMax(({"Y, 1{7?))

; Third, we soft-mask the gradient (only in backward pass)

v =(1-1~")@v,

Ke et al., Continual learning of language models, ICLR 2023
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Overall end-task performance (final performance)
‘ Results |

Category Domain Restaurant ACL Al Phone PubMed Camera Average Forget R.
Model MF1 Acc MF1 Acc MF1 Acc MF1 Acc MF1 MF1 Acc MF1 Acc MF1 Acc
No DAPT
(_RoBERTa 79.81  87.00 6611 7126 6098 7185 83.75 86.08 12.38 78.82  87.03  73.64 79.27 — |
Non-CL DAPT RoBERTa) | 80.84 87.68 68./5 7344 6897 7505 8250 85.50 72154 84,39 8990 Y640 8089 —
DAPT DAPT (Adapter) 80.19 8714 6887 7292 6055 7138 BLTl 8535 71.68 83.62  89.23  T460 T9.62 —
DAPT. (Prompt) 79.00  B6.4ds5 6666 T135 6147 7236 B4.17  B6.53 73.09 8552 9038 7498 8003 —
NCL DAPT { MNCL 7952 B6.54 6839 T2ET7 6794 7571 8410 8633 7249 85371 9070 7636 8077 1.14 1.05
NCL (Adapter) | 80.13 87.05 67.3% 7230 5771 6987 8332 85386 72.07 8370 8971 7405 7948 015 -0.02
B DEMIX 7999 8712 6846 7273 6335 7186  T8.07 8242 7173 86,59  9L.12 7470 7966 074 036
BCL 7897 8652 T0.71 7458 6626 7455 BLT0  84.63 71.99 85.06 9051 7578 BO046 006 -0.19
SoTA DAPT CLASSIC 79.89  B7.05 6730 7211 5984 T1O08  B402 8622 6Y9.83 8693 91.25 7463 7959 044 0325
CL KD 78.05 8559 6917 7373 6749 7509 8212 8499 7228 8191 8869 7517 8006 -0.07 001
Post-tram EWC 8098 8764 6594 7117 6504 7358 8232 8513 T1.43 8335 89.14 7484 7968 002 -0.01
DER++ 79.00 8646 6720 7216 6396 7354 8322 8561 721.58 8710 9147 7551 8030 236 1.53
HAT 7642 8516 60,770 6579 4737 6569 7233 7913 69.97 7404 8514 6680 7565 -0.13 -0.29
HAT-Al 7494  B393 5208 6394 3416 5607 6471 7443 6814 65.54 8144 5993 T1.33 3123 1.83
_H AdADIE ulh (8,25 i o M8 s = Wi PPLE L] s 592 L] & 0.2 — 0
DAS 8034 87.16 6936 7401 7093 7746 8599 8770 72.80 88.16 9230 7793 8191 -L09 -0.60

= w/o DAPT < DAPT < DAS

= +forgetting rate in NCL.: it does suffer from forgetting

= Regularization-based methods (KD, EWC) and replay-based method (DER++) are all worse: focus on CF prevention is not enough
= Parameter-isolation method (HAT) preforms much worse: the full LM is needed for domain-adaptive pre-training

= Methods that tries to perform both KT and CF (DEMIX, BCL, CLASSIC): all weaker than DAS

Ke et al., Continual learning of language models, ICLR 2023 *Naive continual learning (NCL):

DEIM2023 Tutorial, March 6, 2023 ) ) ) o 31 '
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Approaches for Task Separation

Besides forgetting and knowledge transfer, another challenge in
CIL and DIL w/o ID is the task separation

Use heuristic methods like
entropy/perplexity to detect
task ID at test time

Post-
prediction!t2l

Use replay data to establish the

boundary Replay-based

[1]: Gururangan et al., DEMix Layers: Disentangling Domains for Modular Language Modeling, NAACL 2022
DEIM2023 Tutorial, March 6,2023  [2]: Li et al., Overcoming Catastrophic Forgetting During Domain Adaptation of Seq2seq Language Generation, NAACL 2022



Approaches for Task Separation

DIL End-task o
learning Post-prediction

A simple example in NLP: Adapter-CL

A
| Heady M, refers to the adapter for task t
> Adapter-CL uses separate adapters
: Transformer P for different tasks, but how to know
7 \_Linear / which one to use in testing?
Perplexity
[ Transformerg ] (Layer Norm )

A —
ot = PPL,, (X)Vt€1,--- N,

[ Transformerg]

! t* = argminag,--- ,aN

Madotto et al., Continual learning in task-oriented dialogue systems, EMNLP 2020
DEIM2023 Tutorial, March 6, 2023
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‘ Approaches for Task Separation

End-task
DIL ) Replay-based
LFPT5 learning
e A s e N
Typel Type2 ) Type3
/_ =, pseudo \ / =, pseudo \ /_ =, pseudo \
Sih  daia |_ KL divergence E:i. data L KL divergence Sih dara |_ KL divergence
data \ data "\ data '\_\

= pre-trained = pre-trained = prompts pre-trained

£ Srompis T5 (frozen) &) prompts T5 (frozen) £l T5 (frozen)
\Dmn ﬂ%} / Qr} m::fnZI' _/ \DOHM in2 /
/ _l pseudo \\ / I pseudo \ / =, pseudo \

i data |_ KL divergence E'=:i| data L KL divergence St data |_ KL divergence
data \ data \ data ‘-———__\
|:=‘~ pre-trained |:=‘~ pre-trained |:=‘~ _r¥ prompis pre-trained
= | 1 Zils > prompts > Zih
T5 (frozen) promp T5 (frozen) TS (frozen)
S~  prompts
\Domainl solver & generator J Q)amam solver & generator / \\Dom ainl  solver & generator J
L J A J/ . J/

= Pre-trained LM (T5) serves as both the problem solver and generator

= When a new task comes, T5 first generates the old task data and then trains the pseudo data and new
task altogether. Since some previous data is available, the decision boundary is easier to establish

Qin et al. A unified framework for lifelong few-shot language learning based on prompt tunning of T5. ICLR, 2022.
DEIM2023 Tutortial, March 6, 2023 34



Roadmap

NLP (LM)

/ T~

Continual
Learning
Settings Desiderata Challenges Tasks
Forgetting
Prevention
Regularization Replay- Parameter-
-based based isolation

DEIM2023 Tutorial, March 6, 2023

Approaches
Knowledge o
Transfer Task :
separation
Similarity-  Replay- SOftI'( Replay- Post-
based based l;?;\ise g based prediction

*LM: Language Model
35
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= Section summary and future work
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Continual
Learning

NLP (LM)

— _—

Settings Desiderata

J/ /

TIL Prevent

CIL Forgetting

DIL Forward
Knowledge
Transfer
Backward
Knowledge
Transfer

DEIM2023 Tutorial, March 6, 2023

Challenges Tasks
/ /\
Stability- Pre- End-task E(rJrgettl_ng
. . . evention
plasticity training learning
Transfer-
inference /
Task General Pre- Regularization
separation training -based
Domain- Replay-based
adaptive Pre- Parameter-
training isolation

—

Approaches

%\

Knowledge
Transfer

Similarity-
based
Replay-
based
Soft-mask
based

Task
separation

Replay-
based
Post-
prediction
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|FUTURE>
>

Knowledge transfer is the major issue in TIL and DIL

o A task sequence can consist of a combination of similar and
dissimilar tasksl!]

Forgetting and task separation/discrimination are major
Issues for CIL and DIL w/o ID

o Task separation has been proved to be related to OOD detection,
but the accuracy is still far from the upper bound!?!

[1]: Ke et al., Continual learning of a mixed sequence of similar and dissimilar tasks, NeurlPS 2020
DEIM2023 Tutorial, March 6,2023  [2]: Kim et al., A Theoretical Study on Solving Continual Learning, NeurlPS 2022
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|FUTURE>
>

Continual learning of language models (LM) (e.g., domain-
adaptive pre-training) is still in its infancy

o How to better preserve the general knowledge? DAS is an initial
attempt, but it is still limited.

Scalabllity

o How the network capacity issue affects the performance and how to
alleviate the issue effectively are also unclear.

Temporal continual learning
o How to keep the LM up-to-date? Everything changes with time.

DEIM2023 Tutorial, March 6, 2023 39



‘ Thank you

= We have benchmarked many SoTA

basel INeS PyContinual (An Easy and Extendible Framework for

o For continual end-task learning Continual Learning)
= https://qgithub.com/ZixuanKe/PyContinual O@rython 37189 ¥ 47

o For continual domain-adaptive pre-training

] PyContinual Public

= https://github.com/UIC-Liu-Lab/ContinualLM [ UIC-Liu-Lab/ContinuallM  Public
. An Extensible Continual Learning Framework
- More deta”S Focused on Language Models (LMs)

o Survey: Continual Learning of Natural
Language Processing Tasks: A Survey
(Preprint)

o https://vincent950129.qithub.io/

DEIM2023 Tutorial, March 6, 2023 40
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