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◼ We have known that

TIL CIL

◼ Assumption: task-IDs are 

available in both training and 

testing

◼ Goals: 

◼ Assumption: task-IDs are 

available only in training. In 

testing, a test instance from 

any class may be presented 

◼ Goals: 

Notations:

◼ T is the last task 

learned and

◼ I   is the label space of 

task t

◼ For any given tasks, t 

and t’, 
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◼ Assumption

❑ Class labels are assumed to be the same for all tasks 

◼ E.g.,

❑ A sequence of sentiment classification tasks (all tasks have the 

same labels {positive, negative, neutral})

❑ Generation tasks in NLP (all tasks depend on the language model 

head which has the same number of vocabulary tokens)
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◼ Goal

❑ Learn a function

◼ Yes, it is a special case of TIL

❑ A DIL problem can always be solved with a TIL method

◼ However, you may see some existing DIL systems do not use 

task-ID in testing, 

❑ This is because the tasks are very similar (task-ID does not matter) 

or very dissimilar (task-ID is easily predicted using the test data)
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◼ Now we know all the 3 settings, why are they important?

❑ Together with TIL and CIL, they constitute the three fundamental 

settings of continual learning. 

❑ When attempting to leverage continual learning, the initial step is to 

establish the appropriate setting.

❑ Different settings are for different applications and lead to different 

specific challenges and approaches
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Before we go to NLP, let’s 
summarize what we have known 
about continual learning so far
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◼ General Desiderata (TIL, DIL, CIL)

❑ Not suffer from catastrophic forgetting (CF) 

◼ i.e., perform reasonably well on what has been learned

❑ Achieve positive forward knowledge transfer (forward KT)

◼ i.e., old knowledge helps new task

❑ Achieve positive backward knowledge transfer (backward KT)

◼ i.e., relevant new task helps old tasks
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◼ Challenges

❑ Stability-plasticity (TIL, CIL, DIL)

◼ Preserving the learned knowledge v.s. accurately learning new experiences

❑ Transfer-interference (mostly in TIL and DIL)

◼ Knowledge transfer vs. knowledge interference 

◼ (increase parameter-sharing vs. reduce parameter-sharing)

❑ Task separation (mostly in CIL, and DIL w/o ID)

◼ Establish decision boundaries between the current task and previous tasks

❑ In learning the current task, the learner does not see previous or future task data

*Task separation a.k.a. inter-task class separation in CIL
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◼ The world is dynamic, and time is irreversible, new emerging 

{classes/domains/tasks/topics/events} keep coming 
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◼ The world is dynamic, and time is irreversible, new emerging 

{classes/domains/tasks} keep coming 

◼ We do not want to re-train for many reasons

◼ We do not want to train separate models for many reasons

◼ We want the model accumulates knowledge in its lifetime without 

forgetting what it has learned
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◼ “Task”

❑ In terms of NLP, what is a task?

◼ Formulation

❑ How are some NLP tasks learned continually?

◼ Approaches

❑ What are some popular approaches in CL for NLP?
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Tasks

Pre-
training

End-task 
learning

◼ Most popular

◼ Each task is an end-task

◼ which can be any NLP problem (e.g., 
sentiment classification, NER, summarization)

Domain-
adaptive Pre-

training

◼ Each task uses a domain 

corpus to adapt an LM to a

domain/topic

*Domain-adaptive pre-training (DAPT) a.k.a. post-training or pre-finetuning
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◼ Large #NLP problems belong to 

DIL

◼ Many problems are converted 

to generation tasks in NLP via 

prompting

◼ Continual learning for NLP has 

been growing rapidly, this table 

keeps expanding.

*DAPT: Domain-adaptive pre-training

0 10 20 30 40 50

2019

2020

2021

2022

#Papers in Top NLP Conferences

EMNLP ACL NAACL

DAPT

DAPT



Roadmap

20DEIM2023 Tutorial, March 6, 2023

Continual 
Learning

TIL CIL DIL

NLP (LM)

Tasks Approaches

*LM: Language Model

Settings Desiderata Challenges

Prevent 
Forgetting

Knowledge 
Transfer

Forward Backward

Stability-

plasticity

Transfer-

inference

Task 

separation
Pre-

training
End-task 
learning

General 
Pre-

training

Domain-
adaptive 
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Approaches for Forgetting Prevention

◼ We have known the three popular families in continual learning to 

prevent forgetting 

21

Regularization-
based

Replay-based

Parameter-
isolation

◼ Add penalty when training 

new task

◼ Memorize a subset of old 

samples and train together with the 

new task

◼ Allocate specific parameters to 

specific tasks

DEIM2023 Tutorial, March 6, 2023



Approaches for Forgetting Prevention

◼ A simple example in NLP: Adapter-CL

22

Madotto et al., Continual learning in task-oriented dialogue systems, EMNLP 2020

µ𝒕 refers to the adapter for task 𝑡

Adapter-CL uses separate adapters 
for different tasks, which is a naïve 
way to prevent forgetting.

It can do well in forgetting 
prevention, but cannot achieve the 
other desideratum (knowledge 
transfer) 

Parameter
-isolation

*adapter: Adding a small 
number of parameters to the 
pre-trained LM. In fine-tuning,
only the adapters are
trainable.

End-task 
learning

DIL

DEIM2023 Tutorial, March 6, 2023



Approaches for Knowledge Transfer

◼ Approaches for preventing forgetting mainly try to reduce parameter-

sharing

◼ This is not enough for knowledge transfer, which needs to allow some 

used parameters to be updated or shared.

23

Similarity-
based[1]

Replay-
based[2]

◼ Compute task similarity and share the 

parameters for similar tasks

◼ Learn the transferrable knowledge using 

replay data (e.g., meta-learning)

Soft-mask-
based

◼ Soft-masking the backward pass, but keep 

the forward pass untouched

*Same name, 

but with different 

goals

[1]: Ke et al., Achieving forgetting prevention and knowledge transfer in continual learning, NeuIPS 2021

[2]: d’Autume et al., Episodic Memory in Lifelong Language Learning, NeurIPS 2019DEIM2023 Tutorial, March 6, 2023



Continual Domain-adaptive Pre-training

◼ Setting
❑ Continual domain-adaptive pre-training of a sequence of domains 

without accessing the data that was used in original pre-training or 
previously learned domains

❑ End-task doesn’t know its domain belonging 

◼ Goals
❑ CF prevention

❑ KT (backward and forward)

◼ Approach
❑ DAS

24
Ke et al., Continual learning of language models, ICLR 2023

DEIM2023 Tutorial, March 6, 2023

Soft-mask-
based

Domain-
adaptive Pre-

training
DIL



(A) Continual Domain-adaptive pre-training
MLM Head

Hidden States

Attention

Add & Layer Norm

FFN

Add & Layer Norm

+

+

× L

Hidden States

Attention

Add & Layer Norm

FFN

Add & Layer Norm

+

+

× L

Classification Head (B) Individual Fine-tuning

Given a pre-trained LM, continually domain-

adaptive pre-training a sequence of domainsRestaurant Phone Camera

25

ASC-Restaurant

ASC-Phone

ASC-Camera

End-tasks

ASC: Aspect Sentiment Classification

After continual learning, the domain-adaptive pre-

training performance is evaluated by end-tasks

Each end-task corresponding to one domain and 

has its own training and testing set. It is trained 

individually and will not affect the domain-adaptive 

pre-training



Continual Domain-adaptive Pre-

training
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Importance 
Computation

Soft-masking

Backward

Network 

Training

No 

training

Key ideas:

1) Detect importance of units for 

general and domain knowledge

2) Soft-mask the important units 

when training new tasks/domains

3) This can prevent forgetting and 

allow knowledge transfer

Key challenges:

1) How to detect importance for the 

two types of knowledge

2) How to soft-mask

𝑡 = 1

Pre-trained LM

Ke et al., Continual learning of language models, ICLR 2023
DEIM2023 Tutorial, March 6, 2023



𝒈𝑙 is the virtual parameters. 

Each virtual parameter 𝑔𝑙,𝑖 in 𝒈𝑙

corresponding to an attention 

head or neurons (units)

It is initialized as all 1’s, and 

has its gradient but will never 

change. 

Why? We only use its gradient 

to compute importance

Importance Computation

◼27

Transformer 

Layer 𝑙

𝐿MLM

Forward

…

Transformer 

Layer 𝑙

Forward

…

To compute the  

importance 

𝒈𝑙

… × L
× L

Element-wise 

multiplication



Transformer 

Layer 𝑙

𝐿MLM

Forward

…

Transformer 

Layer 𝑙

𝐿impt

Forward

…

To compute the  

importance 
𝒈𝑙

… × L
× L

Importance Computation

𝑰𝑙
(𝑡)

=
1

𝑀
σ𝑀 |𝜵𝒈𝑙

𝑚 |

𝜵𝒈𝑙
𝑚 =

𝜕𝐿impt(𝒙𝑚
(𝑡)
, 𝒚𝑚

(𝑡)
)

𝜕𝒈𝑙

Use absolute gradient to indicate importance[1]

For domain knowledge,

𝐿impt = 𝐿MLM

Michel et al. Are sixteen heads really better than one? NeurIPS, 2019.
28DEIM2023 Tutorial, March 6, 2023



Transformer 

Layer 𝑙

For general knowledge, we leverage the 

random dropout in standard Transformer

Random dropout introduces random 

noise. Given the same input, the 

difference between the representations 

with different random noise indicates the 

robustness.  

The units that are important to the 

robustness is likely to be important to the 

general/pre-trained knowledge because 

its change will cause the pre-trained LM 

change a great deal

× L

Importance Computation

29

𝒙𝑚
(1)

Transformer 

Layer 𝑙

× L

𝒙𝑚
(1)

Pre-trained LM Pre-trained LM
𝑓LM
1 𝑓LM

2

Ke et al., Continual learning of language models, ICLR 2023
DEIM2023 Tutorial, March 6, 2023

𝐿impt = KL(𝑓LM
1 (𝒙𝑚

(1)
), 𝑓LM

2 (𝒙𝑚
(1)

) )

KL: How different are the two representations?

𝒇𝑳𝑴
𝟏 / 𝒇𝑳𝑴

𝟐 : Transformer with different dropouts

𝒙𝑚
(1)

: We only use the first domain data because we want 

to keep the pre-trained general knowledge

With the new 𝐿impt, we can use the absolute gradient to 

indicate the importance (same as in domain knowledge) 



Backward

Soft-masking

First, we normalize the importance so 

that they are comparable

𝑰𝑙
(𝑘)

= Tanh(Norm(𝑰𝑙
(𝑘)

))

Second, we accumulate the importance 

𝑰𝑙
(⩽𝑡−1)

= EMax({𝑰𝑙
(𝑡−1)

, 𝑰𝑙
(𝑡−2)

))

Third, we soft-mask the gradient (only in backward pass)

𝜵′𝑙 = 1 − 𝑰𝑙
(⩽𝑡−1)

⊗𝜵𝑙

{𝑰𝑙
(𝒌)

}𝒌=1
t−1

Normalize 𝜵𝑙

1 − 𝑰𝑙
(⩽𝑡−1)

Transformer 

Layer 𝑙

EMax

෡𝜵𝑙

× L

30
Ke et al., Continual learning of language models, ICLR 2023
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No DAPT

DAPT

Overall end-task performance (final performance)

NCL DAPT

SoTA DAPT

31

Results

Ke et al., Continual learning of language models, ICLR 2023

◼ w/o DAPT < DAPT < DAS

◼ +forgetting rate in NCL: it does suffer from forgetting

◼ Regularization-based methods (KD, EWC) and replay-based method (DER++) are all worse: focus on CF prevention is not enough

◼ Parameter-isolation method (HAT) preforms much worse: the full LM is needed for domain-adaptive pre-training

◼ Methods that tries to perform both KT and CF (DEMIX, BCL, CLASSIC): all weaker than DAS

*Naïve continual learning (NCL): 

continual learning without any specific technique
DEIM2023 Tutorial, March 6, 2023

DAPT
DAPT
DAPT

DAS



Approaches for Task Separation

◼ Besides forgetting and knowledge transfer, another challenge in 

CIL and DIL w/o ID is the task separation

32

Post-
prediction[1,2]

Replay-based

◼ Use heuristic methods like 

entropy/perplexity to detect 

task ID at test time

◼ Use replay data to establish the 

boundary

[1]: Gururangan et al., DEMix Layers: Disentangling Domains for Modular Language Modeling, NAACL 2022

[2]: Li et al., Overcoming Catastrophic Forgetting During Domain Adaptation of Seq2seq Language Generation, NAACL 2022DEIM2023 Tutorial, March 6, 2023



Approaches for Task Separation

◼ A simple example in NLP: Adapter-CL

33
Madotto et al., Continual learning in task-oriented dialogue systems, EMNLP 2020

µ𝒕 refers to the adapter for task 𝑡

Adapter-CL uses separate adapters 
for different tasks, but how to know 
which one to use in testing? 

Perplexity

Post-prediction
End-task 
learning

DIL

DEIM2023 Tutorial, March 6, 2023



Approaches for Task Separation

LFPT5

34

Qin et al. A unified framework for lifelong few-shot language learning based on prompt tunning of T5. ICLR, 2022.

Replay-based

◼ Pre-trained LM (T5) serves as both the problem solver and generator

◼ When a new task comes, T5 first generates the old task data and then trains the pseudo data and new 

task altogether. Since some previous data is available, the decision boundary is easier to establish

End-task 
learning

DIL

DEIM2023 Tutorial, March 6, 2023
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◼ Knowledge transfer is the major issue in TIL and DIL

❑ A task sequence can consist of a combination of similar and 

dissimilar tasks[1]

◼ Forgetting and task separation/discrimination are major 

issues for CIL and DIL w/o ID

❑ Task separation has been proved to be related to OOD detection, 

but the accuracy is still far from the upper bound[2]

[1]: Ke et al., Continual learning of a mixed sequence of similar and dissimilar tasks, NeurIPS 2020
[2]: Kim et al., A Theoretical Study on Solving Continual Learning, NeurIPS 2022DEIM2023 Tutorial, March 6, 2023
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◼ Continual learning of language models (LM) (e.g., domain-

adaptive pre-training) is still in its infancy

❑ How to better preserve the general knowledge? DAS is an initial 

attempt, but it is still limited.

◼ Scalability

❑ How the network capacity issue affects the performance and how to 

alleviate the issue effectively are also unclear.

◼ Temporal continual learning

❑ How to keep the LM up-to-date? Everything changes with time. 



Thank you
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◼ We have benchmarked many SoTA

baselines

❑ For continual end-task learning

◼ https://github.com/ZixuanKe/PyContinual

❑ For continual domain-adaptive pre-training 

◼ https://github.com/UIC-Liu-Lab/ContinualLM

◼ More details

❑ Survey: Continual Learning of Natural 

Language Processing Tasks: A Survey 

(Preprint)

❑ https://vincent950129.github.io/

https://github.com/ZixuanKe/PyContinual
https://github.com/UIC-Liu-Lab/ContinualLM
https://vincent950129.github.io/

